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3.1 El INTRODUCTION
The models addressed in this chapter are based on fundamental theories or laws,
such as the conservations of mass, energy, and momentum. Of many approaches to
understanding physical systems, engineers tend to favor fundamental models for
several reasons. One reason is the amazingly small number of principles that can
be used to explain a wide range of physical systems; thus, fundamental principles
simplify our view of nature. A second reason is the broad range of applicability
of fundamental models, which allow extrapolation (with caution) beyond regions
of immediate empirical experience; this enables engineers to evaluate potential
changes in operating conditions and equipment and to design new plants. Perhaps
the most important reason for using fundamental models in process control is the
analytical expressions they provide relating key features of the physical system
(flows, volumes, temperatures, and so forth) to its dynamic behavior. Since chemi
cal engineers design the process, these relationships can be used to design processes
that are as easy to control as possible, so that a problem created through poor pro
cess design need not be partially solved through sophisticated control calculations.

The presentation in this chapter assumes that the reader has previously studied
the principles of modelling material and energy balances, with emphasis on steady-
state systems. Those unsure of the principles should refer to one of the many
introductory textbooks in the area (e.g., Felder and Rousseau, 1986; Himmelblau,
1982). In this chapter, a step-by-step procedure for developing fundamental models
is presented that emphasizes dynamic models used to analyze the transient behavior
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of processes and control systems. The procedure begins with a definition of the
goals and proceeds through formulation, solution, results analysis, and validation.
Analytical solutions will be restricted to the simple integrating factor for this
chapter and will be extended to Laplace transforms in the next chapter.

Experience has shown that the beginning engineer is advised to follow this
procedure closely, because it provides a road map for the sequence of steps and a
checklist of issues to be addressed at each step. Based on this strong recommen
dation, the engineer who closely follows the procedure might expect a guarantee
of reaching a satisfactory result. Unfortunately, no such guarantee can be given,
because a good model depends on the insight of the engineer as well as the pro
cedure followed. In particular, several types of models of the same process might
be used for different purposes; thus, the model formulation and solution should
be matched with the problem goals. In this chapter, the modelling procedure is
applied to several process examples, with each example having a goal that would
be important in its own right and leads to insights for the later discussions of
control engineering. This approach will enable us to complete the modelling pro
cedure, including the important step of results analysis, and learn a great deal of
useful information about the relationships between design, operating conditions,
and dynamic behavior.

3.2 □ A MODELLING PROCEDURE

Modelling is a task that requires creativity and problem-solving skills. A general
method is presented in Table 3.1 as an aid to learning and applying modelling
skills, but the engineer should feel free to adapt the procedure to the needs of

TABLE 3.1
Outline of fundamental modelling procedure
1. Define goals

a. Specific design decisions
b. Numerical values
c. Functional relationships
d. Required accuracy

2. Prepare information
a. Sketch process and identify system
b. Identify variables of interest
c. State assumptions and data

3. Formulate model
a. Conservation balances
b. Constitutive equations
c. Rationalize (combine equations

and collect terms)
d. Check degrees of freedom
e. Dimensionless form

4. Determine solution
a. Analytical
b. Numerical

5. Analyze results
a. Check results for correctness

1. Limiting and approximate answers
2. Accuracy of numerical method

b. Interpret results
1. Plot solution
2. Characteristic behavior like

oscillations or extrema
3. Relate results to data and assumptions
4. Evaluate sensitivity
5. Answer "what if" questions

6. Validate model
a. Select key values for validation
b. Compare with experimental results
c. Compare with results from more complex

model



particular problems. It is worth noting that the steps could be divided into two
categories: steps 1 to 3 (model development) and steps 4 to 6 (model solution
or simulation), because several solution methods could be applied to a particular
model. All steps are grouped together here as an integrated modelling procedure,
because this represents the vernacular use of the term modelling and stresses the
need for the model and solution technique to be selected in conjunction to satisfy
the stated goal successfully. Also, while the procedure is presented in a linear
manner from step 1 to step 6, the reality is that the engineer often has to iterate to
solve the problem at hand. Only experience can teach us how to "look ahead" so that
decisions at earlier steps are made in a manner that facilitate the execution of later
steps. Each step in the procedure is discussed in this section and is demonstrated
for a simple stirred-tank mixing process.
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Define Goals
Perhaps the most demanding aspect of modelling is judging the type of model
needed to solve the engineering problem at hand. This judgment, summarized in
the goal statement, is a critical element of the modelling task. The goals should
be specific concerning the type of information needed. A specific numerical value
may be needed; for example, "At what time will the liquid in the tank overflow?"
In addition to specific numerical values, the engineer would like to determine
semi-quantitative information about the characteristics of the system's behavior;
for example, "Will the level increase monotonically or will it oscillate?" Finally,
the engineer would like to have further insight requiring functional relationships;
for example, "How would the flow rate and tank volume influence the time that
the overflow will occur?"

Another important factor in setting modelling goals is the accuracy of a model
and the effects of estimated inaccuracy on the results. This factor is perhaps not
emphasized sufficiently in engineering education—a situation that may lead to
the false impression that all models have great accuracy over large ranges. The
modelling and analysis methods in this book consider accuracy by recognizing
likely errors in assumptions and data at the outset and tracing their effects through
the modelling and later analysis steps. It is only through this careful analysis that
we can be assured that designs will function properly in realistic situations.
EXAMPLE 3.1.
Goal. The dynamic response of the mixing tank in Figure 3.1 to a step change
in the inlet concentration is to be determined, along with the way the speed and
shape of response depend on the volume and flow rate. In this example, the outlet
stream cannot be used for further production until 90% of the change in outlet con
centration has occurred; therefore, a specific goal of the example is to determine
how long after the step change the outlet stream reaches this composition.

Prepare Informat ion
The first step is to identify the system. This is usually facilitated by sketching the
process, identifying the key variables, and defining the boundaries of the system
for which the balances will be formulated.

'AO

-W
do

FIGURE 3.1
Continuous-flow stirred tank.



52

CHAPTER 3
Mathematical
Modelling Principles

The system, or control volume, must be a volume within which the important prop
erties do not vary with position.

The assumption of a well-stirred vessel is often employed in this book because
even though no such system exists in fact, many systems closely approximate
this behavior. The reader should not infer from the use of stirred-tank models in
this book that more complex models are never required. Modelling of systems
via partial differential equations is required for many processes in which product
quality varies with position; distributed models are required for many processes,
such as paper and metals. Systems with no spatial variation in important variables
are termed lumped-parameter systems, whereas systems with significant variation
in one or more directions are termed distributed-parameter systems.

In addition to system selection, all models require information to predict a
system's behavior. An important component of the information is the set of as
sumptions on which the model will be based; these are selected after consideration
of the physical system and the accuracy required to satisfy the modelling goals.
For example, the engineer usually is not concerned with the system behavior at
the atomic level, and frequently not at the microscopic level. Often, but not al
ways, the macroscopic behavior is sufficient to understand process dynamics and
control. The assumptions used often involve a compromise between the goals of
modelling, which may favor detailed and complex models, and the solution step,
which favors simpler models.

A second component of the information is data regarding the physicochemical
system (e.g., heat capacities, reaction rates, and densities). In addition, the external
variables that are inputs to the system must be defined. These external variables,
sometimes termed forcing functions, could be changes to operating variables in
troduced by a person (or control system) in an associated process (such as inlet
temperature) or changes to the behavior of the system (such as fouling of a heat
exchanger).
EXAMPLE 3.1.
Information. The system is the liquid in the tank. The tank has been designed
well, with baffling and impeller size, shape, and speed such that the concentration
should be uniform in the liquid (Foust et al., 1980).

Assumptions.
1. Well-mixed vessel
2. Density the same for A and solvent
3. Constant flow in

Data.
1. F0 = 0.085 m3/min; V = 2.1 m3; CAi„u = 0.925 mole/m3; ACAo = 0.925 mole/m3;

thus, Cao = 1-85 mole/m3 after the step
2. The system is initially at steady state (CAo = CA = CAinit aU = 0)

Note that the inlet concentration, CAo. remains constant after the step change has
been introduced to this two-component system.
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First, the important variables, whose behavior is to be predicted, are selected. Then
the equations are derived based on fundamental principles, which usually can
be divided into two categories: conservation and constitutive. The conservation
balances are relationships that are obeyed by all physical systems under common
assumptions valid for chemical processes. The conservation equations most often
used in process control are the conservations of material (overall and component),
energy, and momentum.

These conservation balances are often written in the following general form
for a system shown in Figure 3.2:

Accumulation = in — out + generation (3.1)

For a well-mixed system, this balance will result in an ordinary differential equation
when the accumulation term is nonzero and in an algebraic equation when the
accumulation term is zero. General statements of this balance for the conservation
of material and energy follow.

OVERALL MATERIAL BALANCE.

{Accumulation of mass} = {mass in} - {mass out} (3.2)

A Modelling
Procedure
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\

FIGURE 3.2

General lumped-parameter system.

COMPONENT MATERIAL BALANCE.

{Accumulation of component mass}
= {component mass in} — {component mass out}

+ {generation of component mass}
(3.3)

ENERGY BALANCE.

{Accumulation of U + PE + KE} = {U + PE + KE in due to convection}
- {U + PE + KE out due to convection}
+ Q-W

(3.4)
which can be written for a system with constant volume as

{Accumulation of U + PE + KE} = {H + PE + KE in due to convection}- {H + PE + KE out due to convection}
+ Q-WS

(3.5)
where H = U + pv = enthalpy

KE = kinetic energy
PE = potential energy
pv = pressure times specific volume (referred to as flow work)
Q = heat transferred to the system from the surroundings
U = internal energy
W = work done by the system on the surroundings
Ws = shaft work done by the system on the surroundings
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The equations are selected to yield information on the key dependent vari
ables whose behavior will be predicted within the defined system. The following
guidelines provide assistance in selecting the proper balances.

• If the variable is total liquid mass in a tank or pressure in an enclosed gas-filled
vessel, a material balance is appropriate.

• If the variable is concentration (mole/m3 or weight fraction, etc.) of a specific
component, a component material balance is appropriate.

• If the variable is temperature, an energy balance is appropriate.

Naturally, the model may be developed to predict the behavior of several dependent
variables; thus, models involving several balances are common.

In fact, the engineer should seek to predict the behavior of all important de
pendent variables using only fundamental balances. However, we often find that
an insufficient number of balances exist to determine all variables. When this is the
case, additional constitutive equations are included to provide sufficient equations
for a completely specified model. Some examples of constitutive equations follow:

Heat transfer:
Chemical reaction rate:
Fluid flow:
Equation of state:
Phase equilibrium:

Q = hA(AT)
rA = k0e-E/RTCA
F = Cu(AP//o)1/2
PV = nRT
yt = KtXi

The constitutive equations provide relationships that are not universally applicable
but are selected to be sufficiently accurate for the specific system being studied.
The applicability of a constitutive equation is problem-specific and is the topic of
a major segment of the chemical engineering curriculum.

An important issue in deriving the defining model equations is "How many
equations are appropriate?" By that we mean the proper number of equations to
predict the dependent variables. The proper number of equations can be determined
from the recognition that the model is correctly formulated when the system's
behavior can be predicted from the model; thus, a well-posed problem should
have no degrees of freedom. The number of degrees of freedom for a system is
defined as

DOF = NV - NE (3.6)
with DOF equal to the number of degrees of freedom, NV equal to the number of
dependent variables, and NE equal to the number of independent equations. Not
every symbol appearing in the equations represents a dependent variable; some
are parameters that have known constant values. Other symbols represent external
variables (also called exogenous variables); these are variables whose values are
not dependent on the behavior of the system being studied. External variables may
be constant or vary with time in response to conditions external to the system,
such as a valve that is opened according to a specified function (e.g., a step). The
value of each external variable must be known. NV in equation (3.6) represents
the number of variables that depend on the behavior of the system and are to be
evaluated through the model equations.



It is important to recognize that the equations used to evaluate NE must be 55
independent; additional dependent equations, although valid in that they also de- i;;v;^h;^^a^^^^^,'<^^;,:'..i
scribe the system, are not to be considered in the degrees-of-freedom analysis, A Modelling
because they are redundant and provide no independent information. This point is Procedure
reinforced in several examples throughout the book. The three possible results in
the degrees-of-freedom analysis are summarized in Table 3.2.

After the initial, valid model has been derived, a rationalization should be
considered. First, equations can sometimes be combined to simplify the overall
model. Also, some terms can be combined to form more meaningful groupings
in the resulting equations. Combining terms can establish the key parameters that
affect the behavior of the system; for example, control engineering often uses
parameters like the time constant of a process, which can be affected by flows,
volumes, temperatures, and compositions in a process. By grouping terms, many
physical systems can be shown to have one of a small number of mathematical
model structures, enabling engineers to understand the key aspects of these physical
systems quickly. This is an important step in modelling and will be demonstrated
through many examples.

A potential final modification in this step would be to transform the equation
into dimensionless form. A dimensionless formulation has the advantages of (1)
developing a general solution in the dimensionless variables, (2) providing a ratio
nale for identifying terms that might be negligible, and (3) simplifying the repeated
solution of problems of the same form. A potential disadvantage is some decrease
in the ease of understanding. Most of the modelling in this book retains problem
symbols and dimensions for ease of interpretation; however, a few general results
are developed in dimensionless form.
EXAMPLE 3.1.

Formulation. Since this problem involves concentrations, overall and compo
nent material balances will be prepared. The overall material balance for a time

TABLE 3.2
Summary of degrees-of-freedom analysis

DOF = NV-NE
DOF = 0 The system is exactly specified, and the solution of the model can proceed.
DOF < 0 The system is overspecified, and in general, no solution to the model exists

(unless all external variables and parameters take values that fortuitously satisfy
the model equations). This is a symptom of an error in the formulation. The likely
cause is either (1) improperly designating a variable(s) as a parameter or
external variable or (2) including an extra, dependent equation(s) in the model.
The model must be corrected to achieve zero degrees of freedom.

DOF > 0 The system is underspecified, and an infinite number of solutions to the model
exists. The likely cause is either (1) improperly designating a parameter or external
variable as a variable or (2) not including in the model all equations that determine
the system's behavior. The model must be corrected to achieve zero degrees
of freedom.
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increment At is
{Accumulation of mass} = {mass in} - {mass out}

(pV)0+At) - (pV)w = FopAt - FxPAt
with p = density. Dividing by At and taking the limit as At -*■ 0 gives

d{pV)
dt

d p d V

(3.7)
(3.8)

(3.9)

The flow in, F0, is an external variable, because it does not depend on the
behavior of the system. Because there is one equation and two variables (V and
F\) at this point, a constitutive expression is required for the flow out. Since the
liquid exits by overflow, the flow out is related to the liquid level according to a weir
equation, an example of which is given below (Foust et al., 1980).

F j = k F y / L - L w f o r L > L w ( 3 . 1 0 )
with kF - constant, L - V/A, and Lw = level of the overflow weir. In this problem,
the level is never below the overflow, and the height above the overflow, L- Lw,
is very small compared with the height of liquid in the tank, L. Therefore, we will
assume that the liquid level in the tank is approximately constant, and the flows in
and out are equal, F0 = Fx = F

^ = F0-F,=0at V = constant (3.11)

This result, stated as an assumption hereafter, will be used for all tanks with
overflow, as shown in Figure 3.1.

The next step is to formulate a material balance on component A. Since the
tank is well-mixed, the tank and outlet concentrations are the same:

(Accumulation of 1 _ j component 1component A J ( A in JofU,l j I A i n J [ A o u t ] [ o f A

(MWaVCa),+a, - (MWaVCa), = (MWaFCao -MWAFCA)Af
(component If generation 1 ,„ ^ 0>.A out } + l of A J {6Ad)

(3.13)
with CA being moles/volume of component A and MWA being its molecular weight,
and the generation term being zero, because there is no chemical reaction. Divid
ing by At and taking the limit as At -> 0 gives

,dCAMWaV- dt = MWaF(CAo-Ca) (3.14)

One might initially believe that another balance on the only other component,
solvent S, could be included in the model:

MWSV^ = MWSF(CS0 - Cs)at (3.15)

with Cs the moles/volume and MWS the molecular weight. However, equation (3.9)
is the sum of equations (3.14) and (3.15); thus, only two of the three equations
are independent. Therefore, only equations (3.11) and (3.14) are required for the
model and should be considered in determining the degrees of freedom. The fol
lowing analysis shows that the model using only independent equations is exactly
specified:

Variables:
External variables:
Equations:

CA and Fi
Fo and CAo
(3.11) and (3.14)

DOF = NV-NE = 2-2 = 0



Note that the variable / representing time must be specified to use the model
for predicting the concentration at a particular time.

The model is formulated assuming that parameters do not change with time,
which is not exactly correct but can be essentially true when the parameters change
slowly and with small magnitude during the time considered in the dynamic mod
elling problem. What constitutes a "small" change depends on the problem, and
a brief sensitivity analysis is included in the results analysis of this example to
determine how changes in the volume and flow would affect the answer to this
example.

Mathemat ica l So lu t ion

Determining the solution is certainly of importance. However, the engineer should
realize that the solution is implicitly contained in the results of the Information and
Formulation steps; the solution simply "figures it out." The engineer would like
to use the solution method that gives the most insight into the system. Therefore,
analytical solutions are preferred in most cases, because they can be used to (1) cal
culate specific numerical values, (2) determine important functional relationships
among design and operating variables and system behavior, and (3) give insight
into the sensitivity of the result to changes in data. These results are so highly
prized that we often make assumptions to enable us to obtain analytical solutions;
the most frequently used approximation is linearizing nonlinear terms, as covered
in Section 3.4.

In some cases, the approximations necessary to make analytical solutions
possible introduce unacceptable errors into the results. In these cases, a numeri
cal solution to the equations is employed, as described in Section 3.5. Although
the numerical solutions are never exact, the error introduced can usually be made
quite small, often much less than the errors associated with the assumptions and
data in the model; thus, properly calculated numerical solutions can often be con
sidered essentially exact. The major drawback to numerical solutions is loss of
insight.

EXAMPLE 3.1.

Solution. The model in equation (3.14) is a linear, first-order ordinary differential
equation that is not separable. However, it can be transformed into a separable
form by an integrating factor, which becomes more easily recognized when the dif
ferential equation is rearranged in the standard form as follows (see Appendix B):

d C A 1 1 . . V 2 . 1 m 3 „ „ „ .—- + -Ca = -Cao with — = : = 24.7 min = r = time constant
d t t x F 0 . 0 8 5 m 3 / m i n

(3.16)
The parameter r is termed the time constant of the system and will appear in many
models. The equation can be converted into separable form by multiplying both
sides by the integrating factor, and the resulting equation can be solved directly:
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Integrating factor = IF = exp ( / -dt J = e,/x

f r (dC* ±l r \ - JbdC* 4. r de ' /T - d^IXCt^ = £^/*
\dT + TA)-e ~oT + Ca dt - dt

j d ( C A e , r ) = j c ^ : d t = c ^ j e t / T

= ^ A O e , / z ( 3 1 7 )

- l / XCA = Cao + le
Note that the integration was simplified by the fact that CAo is constant after the
step change (i.e., for t > 0). The initial condition is CA(0 = CAi„it at f = 0, which
can be used to evaluate the constant of integration, /.This formulation implies that
the time t is measured from the introduction of the step change.

I = CAinit 'AO . ' . CA = CA0 + (CAin i t - Cad)*- "* (3 .18)
(CA - CAinit) = [Cao - (Cao)ui](1 - e~t/xx)

The final equation has used the extra relationship that (CAo)inh = Caml- Sub
stituting the numerical values gives

CA - 0.925 = (CAo - 0.925)(1 - e"'/24J)
Two important aspects of the dynamic behavior can be determined from equa

tion (3.18). The first is the "speed" of the dynamic response, which is characterized
by the time constant, t. The second is the steady-state gain, which is defined as

Steady-state gain — Kp —
A output _ ACa

ACao
= 1.0

A input
Note that in this example the time constant depends on the equipment (V)

and operation of the process (F), and the steady-state gain is independent of
these design and operating variables. These values are not generally applicable
to other processes.

Results Analysis
The first phase of the results analysis is to evaluate whether the solution is correct,
at least to the extent that it satisfies the formulation. This can be partially verified by
ensuring that the solution obeys some limiting criteria that are more easily derived
than the solution itself. For example, the result

• Satisfies initial and final conditions
• Obeys bounds such as adiabatic reaction temperature
• Contains negligible errors associated with numerical calculations
• Obeys semi-quantitative expectations, such as the sign of the output change

Next, the engineer should "interrogate" the mathematical solution to elicit the
information needed to achieve the original modelling goals. Determining specific
numerical values is a major part of the results analysis, because engineers need
to make quantitative decisions on equipment size, operating conditions, and so



forth. However, results analysis should involve more extensive interpretation of
the solution. When meaningful, results should be plotted, so that key features like
oscillations or extrema (maximum or minimum) will become apparent. Important
features should be related to specific parameters or groups of parameters to assist
in understanding the behavior. Also, the sensitivity of the result to changes in
assumptions or data should be evaluated. Sometimes this is referred to as what-if
analysis, where the engineer determines what happens if a parameter changes by a
specified amount. A thorough results analysis enables the engineer to understand
the result of the formulation and solution steps.
EXAMPLE 3.1.

Results analysis. The solution in equation (3.18) is an exponential curve as
shown in Figure 3.3. The shape of the curve is monotonic, with the maximum
rate of change occurring when the inlet step change is entered. The manner in
which the variable changes from its initial to final values is influenced by the time
constant (t), which in this problem is the volume divided by the flow. Thus, the
same dynamic response could be obtained for any stirred tank with values of flow
and volume that give the same value of the time constant. It is helpful to learn a
few values of this curve, which we will see so often in process control. The values
for the change in concentration for several values of time after the step are noted
in the following table.
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v c A

Time from step Percent of final steady-state change in output
0
T

2t
3r
4t

0
63.2
86.5
95.0
98.2

tM&&safe«i i fe«^

The specific quantitative question posed in the goal statement involves deter
mining the time until 90 percent of the change in outlet concentration has occurred.
This time can be calculated by setting CA = CAimt + 0.9(CAo - CAmit) in equation
(3.18), which on rearrangement gives

= — (24.7)(-2.30) = 56.8 min= _r ln /0.1[(CA)init-CAo]\
\ (CaW — Cao /(CaW — Cao

Note that this is time from the introduction of the step change, which, since the step
is introduced at t = 10, becomes 66.8 in Figure 3.3. One should ask how important
the specification is; if it is critical, a sensitivity analysis should be performed. For
example, if the volume and flow are not known exactly but can change within
± 5 percent of their base values, the time calculated above is not exact. The range
for this time can be estimated from the bounds on the parameters that influence
the time constant:

(2.1)0.05)Maximum t — —

Minimum t — —
(0.085) (0.95)
(2.1)(0.95)

(-2.30) = 62.8 min

(-2.30) = 51.4 min(0.085)(1.05)
Given the estimated inaccuracy in the data, one should wait at least 62.8 (not 56.8)
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FIGURE 3.3

Dynamic result for Example 3.1.

minutes after the step to be sure that 90 percent of the concentration change has
occurred.

VALIDATION. Validation involves determining whether the results of steps 1
through 5 truly represent the physical process with the required fidelity for the
specified range of conditions. The question to be evaluated is, "Does the model
represent the data well enough that the engineering task can be performed using
the model?" Since we know that all models are simplified representations of the
true, complex physical world, this question must be evaluated with careful atten
tion to the application of the model. We do not have enough background in control
engineering at this point, so the sensitivity of process and control design to mod
elling errors must be deferred to a later point in the book; however, all methods
will be based on models, so this question will be addressed frequently because of
its central importance.

While the sensitivity analysis in step 5 could build confidence that the results
are likely to be correct, a comparison with empirical data is needed to evaluate
the validity of the model. One simple step is to compare the results of the model
with the empirical data in a graph. If parameters are adjusted to improve the fit of
the model to the data, consideration should be taken of the amount the parameters
must be adjusted to fit the data; adjustments that are too large raise a warning that
the model may be inadequate to describe the physical system.



It is important to recognize that no set of experiences can validate the model.
Good comparisons only demonstrate that the model has not been invalidated by
the data; another experiment could still find data that is not properly explained
by the model. Thus, no model can be completely validated, because this would
require an infinite number of experiments to cover the full range of conditions.
However, data from a few experiments can characterize the system in a limited
range of operating variables. Experimental design and modelling procedures for
empirical models are the topic of Chapter 6.
EXAMPLE 3.1.

Validation. The mixing tank was built, the experiment was performed, and sam
ples of the outlet material were analyzed. The data points are plotted in Figure 3.4
along with the model prediction. By visual evaluation and considering the accuracy
of each data point, one would accept the model as "valid" (or, more accurately,
not invalid) for most engineering applications.
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The modelling procedure presented in this section is designed to ensure that
the most common issues are addressed in a logical order. While the procedure is
important, the decisions made by the engineer have more impact on the quality of
the result than the procedure has. Since no one is prescient, the effects of early as
sumptions and formulations may not be appropriate for the goals. Thus, a thorough
analysis of the results should be performed so that the sensitivity of the conclusions
to model assumptions and data is clearly understood. If the conclusion is unduly
sensitive to assumptions or data, an iteration would be indicated, employing a more
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FIGURE 3.4

Comparison of empirical data (squares) and model (line) for
Example 3.1.
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rigorous model or more accurate data. Thus, the procedure contains the essential
opportunity for evaluation and improvement.

3.3 □ MODELLING EXAMPLES
Most people learn modelling by doing modelling, not observing results of others!
The problems at the end of the chapter, along with many solved and unsolved
problems in the references and resources, provide the reader with ample opportu
nity to develop modelling skills. To assist the reader in applying the procedure to
a variety of problems, this section includes a few more solved example problems
with solutions. In all examples, steps 1 to 5 are performed, but validation is not.
EXAMPLE 3.2. Isothermal CSTR
The dynamic response of a continuous-flow, stirred-tank chemical reactor (CSTR)
will be determined in this example and compared with the stirred-tank mixer in
Example 3.1.
Goal. Determine the dynamic response of a CSTR to a step in the inlet concen
tration. Also, the reactant concentration should never go above 0.85 mole/m3. If
an alarm sounds when the concentration reaches 0.83 mole/m3, would a person
have enough time to respond? What would a correct response be?
Information. The process is the same as shown in Figure 3.1, and therefore, the
system is the liquid in the tank. The important variable is the reactant concentration
in the reactor.

Assumptions. The same as for the stirred-tank mixer.
Data. The flow, volume, and inlet concentrations (before and after the step) are
the same as for the stirred-tank mixer in Example 3.1.

1. F= 0.085 m3/min; V=2.1 m3; (CA0)init = 0.925 mole/m3; ACAo=0.925 mole/m3.
2. The chemical reaction is first-order, rA = -kCA with k = 0.040 min"'.
3. The heat of reaction is negligible, and no heat is transferred to the surround

ings.

Formulation. Based on the model of the stirred-tank mixer, the overall material
balance again yields F0 = Fi = F. To determine the concentration of reactant, a
component material balance is required, which is different from that of the mixing
tank because there is a (negative) generation of component A as a result of the
chemical reaction.

i-i component
A in

component 1 f generation 1
A out } + l of A J(Accumulation ofcomponent A

(MWaVCa),+a, - (MWA VCa), = (MWaFCao -MWaFCa -MWa VkCA) At
Again, dividing by MWA(At) and taking the limit as At -+ 0 gives

£ C a . 1 ~ F _ . . . . V
dt H—CA = —Caot V with the time constant r =

(3.19)

(3.20)

(3.21)F + Vk
The degrees-of-freedom analysis yields one equation, one variable (CA), two ex
ternal variables (F and CAo), and two parameters (V and k). Since the number of
variables is equal to the number of equations, the degrees of freedom are zero,
and the model is exactly specified.
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which can be solved by application of the integrating factor:

IF = exp (f - dt\ = e'/T

d(CAe«*) F t / r

(3.22)

d t = v C M e

fd(CAe«*) = ^je«*dt
CAS<* = ^°V< + /

CA = ^CA0 + /^/r
The data give the initial condition of the inlet concentration of 0.925 mole/m3

at the time of the step, t = 0. The initial steady-state reactor concentration can be
determined from the data and equation (3.21) with dCA/dt = 0.

_ F(CA) in i t = j - , T / i (CAo) in i tF + Vk
°-m 0.925 = 0.465 m°,e

(3.23)

0 . 0 8 5 + ( 2 . 1 ) ( 0 . 0 4 0 ) m 3
The constant of integration can be evaluated to be

j _ F[(CA0)init - (Cap)] = -F(ACA0)F + V k F + V K
This can be substituted in equation (3.22) to give

= FCA0 _ F(ACaq) _l/rA F + Vk F + Vk6

= (CA)i„it + —itt[Cao - (CA0)init](l - e"'/T)
F + V k

This can be rearranged with Kp = F/(F + Vk) to give the change in reactor
concentration.

Ca - (Ca),* = Kp ACA0(1 - e"'/r)
ACA = (0.503)(0.925)(1 - e~l/t)

Again, the time constant determines the "speed" of the response. Note that in this
example, the time constant depends on the equipment (V), the operation (F), and
the chemical reaction (k), and that by comparing equations (3.16) and (3.21) the
time constant for the chemical reactor is always shorter than the time constant for
the mixer, using the same values for F and V. Their numerical values are

V 2 . 1 .X ~ F + VK ~ 0.085 + 2.1(0.040) ~ * ' """

- F - 0 - 0 8 5 _ m o l e / m 3p~ F + VK ~ 0.085 + 2.1(0.04) ~ ' mole/m3

Thus, the steady-state gain and time constant in this example depend on equip
ment design and operating conditions.
Results analysis. First, the result from equation (3.23) is calculated and plot
ted. As shown in Figure 3.5a, the reactant concentration increases as an expo
nential function to its final value without overshoot or oscillation. In this case, the

Modelling Examples
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concentration exceeds its maximum limit; therefore, a corrective action will be
evaluated. The concentration reaches the alarm limit in 19.6 minutes after the step
(29.6 minutes in the figure) and exceeds the maximum limit after 22.5 minutes.
The sensitivity of this result can be evaluated from the analytical solution; in partic
ular, the dependence of the time constant on variables and parameters is given in
equation (3.21). The time difference between the alarm and the dangerous condi
tion is too short for a person to respond reliably, because other important events
may be occurring simultaneously.

Since a response is required, the safety response should be automated; safety
systems are discussed in Chapter 24. A proper response can be determined by
considering equation (3.21). The goal is to ensure that the reactor concentration
decreases immediately when the corrective manipulation has been introduced.
One manner (for this, but not all processes) would be to decrease the inlet con
centration to its initial value, so that the rate of change of CA would be negative
without delay. The transient response obtained by implementing this strategy when
the alarm value is reached is shown in Figure 3.5b. The model for the response
after the alarm value has been reached, 29.6 minutes, is of the same form as
equation (3.23), with the same time constant and gain.

EXAMPLE 3.3. Two isothermal CSTR reactors
A problem similar to the single CSTR in Example 3.2 is presented, with the only
difference that two series reactors are included as shown in Figure 3.6. Each tank
is one-half the volume of the tank in Example 3.2.

Goal. The same as that of Example 3.2, with the important concentration be
ing in the second reactor. Determine the time when this concentration exceeds
0.85 mole/m3.

30 40 50
Time (min)

30 40 50
Time (min)

Time (min)
(a)

Time (min)
(b)

FIGURE 3.5
Results for Example 3.2: (a) without action at the alarm value; (b) with action at the alarm value.
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FIGURE 3.6
Two CSTRs in series.
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Information. The two systems are the liquid in each tank. The data is the same
as in Example 3.2, except that V\ = V2 = 1.05 m3.

1. F = 0.085 m3/min; (CAo)inu = 0.925 mole/m3; ACA0 = 0.925 mole/m3.
2. The chemical reaction is first-order, rA = -kCA with k = 0.040 min-1.
3. The reactor is well mixed and isothermal.

Formulation. Again, due to the assumptions for the overflow tanks, the volumes
in the two tanks can be taken to be constant, and all flows are constant and equal.
The value of the concentration in the second tank is desired, but it depends on the
concentration in the first tank. Therefore, the component balances on both tanks
are formulated.

First tank: V, ^ = F(CA0 - CAl) - VxkCM

Second tank: V2^^ = F(CAi - CA2) - V1kCA2at

(3.24)

(3.25)

The result is two linear ordinary differential equations, which in general must be
solved simultaneously. Note that the two equations could be combined into a single
second-order differential equation; thus, the system is second-order.

Before proceeding to the solution, we should discuss a common error in for
mulating a model for this example. The engineer might formulate one component
material balance, as given in the following.

Incorrect model

System: liquid in both tanks
^CA2Component balance: dt

= F(CA0 - Ca2) - VkQA2

The choice of the system is not correct, because a balance on component A (CA2)
must have a constant concentration of component A that is independent of location
within the system. This condition is satisfied by the second tank, but not by both
tanks. Also, the reaction rate depends on the concentration, which is different for
the two tanks. Therefore, the correct model includes two component balances, one
for each tank. Note that the correct model includes a balance for an intermediate
variable, CM, that is not a goal of the modelling but is required to determine CA2-
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FIGURE 3.7

Dynamic responses for Example 3.3.

Solution. In equations (3.24) and (3.25), the balance on the first tank does not in
volve the concentration in the second tank and thus can be solved independently
from the equation representing the second reactor. (More general methods for
solving simultaneous linear differential equations, using Laplace transforms, are
presented in the next chapter.) The solution for the first balance can be seen to be
exactly the same form as the result for Example 3.2, equation (3.23). The analytical
expression for the concentration at the outlet of the first tank can be substituted into
equation (3.25) to give the model which must be solved. In this solution, the sub
script V designates the initial steady-state value of the variable before the step,
and no subscript indicates the variable after the step; also, ACAo = CAo - CAOs.
Therefore, the model for Ca2 after the substitution of equation (3.23) is

t^ + CA2 = *CA, = K[KCAOs + KACAQ(\ - e~t/x)] (3.26)at
Since the two reactors are identical (and linear), the steady-state gains and time
constant for both are identical, i.e.,

K = Fi/(F, + Vik) = F2/{F2 + V2k) = 0.669 (outlet mole/m3) /(inlet mole/m3)
T = W(Fi + Vxk) = V2/(F2 + V2k) = 8.25 min

(3.27)
Equation (3.26) can be solved by applying the integrating factor method.

IF = sxp( f -dt\ = e"x

d{ChfX) = K[KCAOs + KACA0(l - e~xlx)\— (3.28)d t x

CA2 = K2(£f[ J* dt + ^f-f e«x dt - ^ j e^e^ dt\ e^x

Cj* = K2 (cAOs + ACao - ^-te-tlx\ + Ie~"x

The integration constant can be evaluated using the initial condition of the reactor
concentration, which can be determined by setting dCA2/dt = 0 in equation (3.26)
to give Ca2 = K2(CAQs) at t = 0.

,0 1
K CAos = K2 (cAOs + ACao - ^/e'-'A + //"* when t = 0

/ = -K2ACA0

Substituting the expression for the integration constant into equation (3.28) gives
the final expression for the concentration in the second reactor.

Ca2
- [ ■

Cao* + ACaoO - e~'/x) - ACaoGM
The data can be substituted into equation (3.29) to give

Ca2 = 0.414 + 0.414(1 - e-'/s-25) - 0.050*<T'/8-25

(3.29)

(3.30)
Results analysis. The shape of the transient of the concentration in the second
of two reactors in Figure 3.7 is very different from the transient for one reactor in
Figure 3.3. The second-order response for this example has a sigmoidal or "S"
shape, with a derivative that goes through a maximum at an inflection point and
reduces to zero at the new steady state. Also, the total conversion of reactant
is different from Example 3.2, although the total reactor volume is the same in
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of the second reactor does not reach the alarm or limiting values after the step Modelling Examples
change for the parameters specified, although the close approach to the alarm
value indicates that a slight change could lead to an alarm.

The action upon exceeding the alarm limit in the second reactor would not be
as easily determined for this process, since equation (3.25) shows that decreas
ing the inlet concentration to the first reactor does not ensure that the derivative
of the second reactor's concentration will be negative. The system has "momen
tum," which makes it more difficult to influence the output of the second reactor
immediately.

EXAMPLE 3.4. On/off room heating
The heating of a dwelling with an on/off heater was discussed in Section 1.2. The
temperature was controlled by a feedback system, and semi-quantitative argu
ments led to the conclusion that the temperature would oscillate. In this section, a
very simple model of the system is formulated and solved.
Goaf. Determine the dynamic response of the room temperature. Also, ensure
that the furnace does not have to switch on or off more frequently than once per
3 minutes, to allow the combustion zone to be purged of gases before reignition.
Information. The system is taken to be the air inside the dwelling. A sketch of
the system is given in Figure 1.2. The important variables are the room temperature
and the furnace on/off status.

Assumptions.
1. The air in the room is well mixed.
2. No transfer of material to or from the dwelling occurs.
3. The heat transferred depends only on the temperature difference between the

room and the outside environment.
4. No heat is transferred from the floor or ceiling.
5. Effects of kinetic and potential energies are negligible.

Data.
1. The heat capacity of the air Cv is 0.17 cal/(g°C), density is 1190 g/m3.
2. The overall heat transfer coefficient, UA = 45 x 103 cal/(°C h).
3. The size of the dwelling is 5 m by 5 m by 3 m high.
4. The furnace heating capacity Qh is either 0 (off) or 1.5 x 106 (on) cal/h.
5. The furnace heating switches instantaneously at the values of 17°C (on) and

23°C (off).
6. The initial room temperature is 20°C and the initial furnace status is "off."
7. The outside temperature Ta is 10°C.

Formulation. The system is defined as the air inside the house. To determine the
temperature, an energy balance should be formulated, and since no material is
transferred, no material balance is required. The application of the energy balance
in equation (3.5) to this system gives

^ = ( 0 ) - ( 0 ) + G - ^ ( 3 . 3 1 )d t
The shaft work is zero. From principles of thermodynamics and heat transfer, the
following expressions can be used for a system with negligible accumulation of
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potential and kinetic energy:
*¥. = pVCv^- Q = -UA(T - Ta) + Qh
d t d t (3.32)

with

Qh =

0
1.5 x 106

when T > 23°C
when T < 17°C

unchanged when 17 < T < 23°C
to give

pVCv^r = -UA(T-Ta) + Qhdt (3.33)

The degrees of freedom for this formulation is zero since the model has two equa
tions, two variables (T and Qh), four parameters (UA, Cv, V, and p), and one exter
nal variable {Ta). Thus, the system is exactly specified with equation (3.33), when
the status of the heating has been defined by equation (3.32).
Solution. Rearranging equation (3.33) gives the following linear ordinary differ
ential equation:

d T 1 U A T a + Q h V p C vh - T = w i t h r = — — —■d t x V p C v U A (3.34)

Equation (3.34) is a linear differential equation when the value of heat transferred,
Qh, is constant. As described in the example data, Qh has one of two constant
values, depending on the status of the furnace heating. Thus, the equation can be
solved using the integrating factor with one value of Qh until the switching value
of temperature is reached; then, the equation is solved with the appropriate value
of Qh until the next switch occurs. The solution for equation (3.34) is given in the
following:

T - 7i„it = (rf inal - Tm){\ - e~'lx) (3.35)
where t = time from step in Qh

x = time constant = 0.34 h
rfinai = final value of T as t -+ oo = Ta + Qh/UA

= 10°C when Qh = 0
= 43.3°C when Qh = 1.5 x 106

7jnit = the value of T when a step in Qh occurs
Results analysis. First, the numerical result is determined and plotted in Figure
3.8. From the initial condition with the furnace off, the temperature decreases
according to equation (3.35) until the switch value of 17°C is reached. Then, the
furnace heating begins instantaneously (Qh changes from 0 to 1.5 x 106), and
since the system is first-order with no "momentum," the temperature immediately
begins to increase. This procedure is repeated as the room temperature follows a
periodic trajectory between 17 and 23°C.

The analytical solution provides insight into how to alter the behavior of the
system. The time constant is proportional to the mass in the room, which seems
reasonable. Also, it is inversely proportional to the heat transfer coefficient, since
the faster the heat transfer, the more quickly the system reaches an equilibrium
with its surroundings; therefore, insulating the house will decrease UA and increase
the time constant. Finally, the time constant does not depend on the heating by
the furnace, which is the forcing function of the system; therefore, increasing the
capacity of the furnace will not affect the time constant, although it will affect the
time between switches.
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FIGURE 3.8
Dynamic response for Example 3.4.
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The goals of the modelling exercise have been satisfied. The temperature has
been determined as a function of time, and the switching frequency of the furnace
has been determined to be over 3 minutes; that is, longer than the minimum limit.
However, a switch could occur much faster due to a sudden change in outside
temperature or to a disturbance such as a door being opened, which would allow
a rapid exchange of warm and cold air. Therefore, a special safety system would
be included to ensure that the furnace would not be restarted until a safe time
period after shutting off.

Building heating and air conditioning have been studied intensively, and more
accurate data and models are available (McQuiston and Parker, 1988). Also, some
extensions to this simple example are suggested in question 3.9 at the end of the
chapter (adding capacitance, changing UA, and including ventilation).

This example is the first quantitative analysis of a continuous feedback con
trol system. The simplicity of the model and the on/off control approach facilitated
the solution while retaining the essential characteristics of the behavior. For most
industrial processes, the oscillations associated with on/off control are unaccept
able, and more complex feedback control approaches, introduced in Part III, are
required to achieve acceptable dynamic performance.

3.4 a LINEARIZATION
The models in the previous sections were easily solved because they involved
linear equations, which were a natural result of the conservation balances and con
stitutive relationships for the specific physical systems. However, the conservation
and constitutive equations are nonlinear for most systems, and general methods for
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developing analytical solutions for nonlinear models are not available. An alter
native is numerical simulation, covered later in this chapter, which can provide
accurate solutions for specific numerical values but usually offers much less un
derstanding. Fortunately, methods exist for obtaining approximate linearized so
lutions to nonlinear systems, and experience over decades has demonstrated that
linearized methods of control systems analysis provide very useful results for many
(but not all) realistic processes. Therefore, this section introduces the important
method for developing approximate linear models.

First, the concept of linearity needs to be formally defined. This will be done
using the concept of an operator, which transforms an input variable into an output
variable.

An operator F is linear if it satisfies the properties of additivity and proportionality,
which are included in the following superposition, where X\ are variables and a and
b are constants:

T{fix\ + bx2) = aHx\) + bF(x2) (3.36)

We can test any term in a model using equation (3.36) to determine whether it is
linear. A few examples are given in the following table.

Function Check for linearity Is check satisfied?

f(x) = kx k(ax\ + bx2) = kax\ + kbx2 Yes
Fix) = kx{!2 k{axx + bx2)x'2 = Hax^2 + k(bx2)l/2 No
w^&z^MmsMmmm&imsmmm^wm^

u
do

FIGURE 3.9

Stirred tank with heat exchanger.

Next, it is worthwhile considering the dynamic behavior of a process, such as
the stirred-tank heat exchanger shown in Figure 3.9, subject to changes in the feed
temperature and cooling fluid flow rate. For a linear system, the result of the two
changes is the sum of the results from each change individually. The responses to
step changes in the feed temperature (at t = 5) and cooling medium flow rate (at
t = 20) are shown in Figure 3.10. The responses in parts a and b are the effects
of each disturbance individually, and the response in part c is the total effect,
which for this linear process is the sum of the two individual effects. Note that the
true physical system experiences only the response in Figure 3.10c; the individual
responses are the linear predictions for each input change. (The model for this
system will be derived in Example 3.7.) This concept, as an approximation to real
nonlinear processes, is used often in analyzing process control systems.

A linearized model can be developed by approximating each nonlinear term
with its linear approximation. A nonlinear term can be approximated by a Taylor
series expansion to the nth order about a point if derivatives up to nth order exist at
the point; the general expressions for functions of one and two variables are given
in Table 3.3.

The term R is the remainder and depends on the order of the series. A few
examples of nonlinear terms that commonly occur in process models, along with



TABLE 3.3

Taylor series for functions of one and two variables

Function of one variable about xs
dFF(x) = FM + dx ix - xs) + 1 d2F

V.dx1 ix-xs)2 + R (3.38)

Function of two variables about *|S, x*
dF

FiXUX2) = F(X\s,X2s) + —dx\ X\s.X2s
(x\ - Xu) + —ax2 ix2 -Xk)

X\s.X2s

+

+

1 d2F
2! dx2

d2F

(*i - xis)2 +
1 d2F

X\s.*2s 2! dx\ C*2 — JCl?) (3.39)
Xls,X2s

0X10X2
(xi - xls)ix2 -x^ + R

X\s.X2s

wmmmmmmmmMmmmmsmim

their linear approximations about xs, are the following:

Fix)

F(x) =

= Jcl/2

1 +ax

Fix)*x[s/2 + -x; l /2 ix-xs)

F(x) + 1
\ + a x s i i + a x s ) 1 (x - xs)

The accuracy of the linearization can be estimated by comparing the magnitude
of the remainder, R', to the linear term. For a linear Taylor series approximation
in one variable,

* - ! "2dx2 (x — xs) with f between x and xs (3.37)
x=$

The accuracy of a sample linearization is depicted in Figure 3.11. From this
figure and equation (3.37), it can be seen that the accuracy of the linear approxima
tion is relatively better when (1) the second-order derivative has a small magnitude
(there is little curvature) and (2) the region about the base point is small. The suc
cessful application of linearization to process control systems is typically justified
by the small region of operation of a process when under control. Although the
uncontrolled system might operate over a large region because of disturbances in
input variables, the controlled process variables should operate over a much smaller
range, where the linear approximation often is adequate. Note that the accuracy of
the linearization would in general depend on the normal operating point xs.

Several modelling examples of linearized models are now given, with the
linearized results compared with the nonlinear results. In all cases, the models
will be expressed in deviation variables, such as x — xs, where the subscript s
represents the steady-state value of the variable. The deviation variable will always
be designated with a prime (').

Deviation variable: (jc - xs) = x' with xs = steady-state value
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Response of the linear system in
Figure 3.9 to positive step changes in

two input variables, T0 and Fc.
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FIGURE 3.11
Comparison of a nonlinear function y = (1.5*2 + 3) with its linear
approximation about xs = 1.
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A deviation variable simply translates the variable value (x) by a constant, and
the value of the variable (x) is easily recovered by adding the initial steady-state
value xs to its deviation value, xf. The use of deviation variables is not necessary
and provides no advantage at this point in our analysis. However, expressing a
model in deviation variables will be shown in Chapter 4 to provide a significant
simplification in the analysis of dynamic systems; therefore, we will begin to use
them here for all linear or linearized systems.

EXAMPLE 3.5. Isothermal CSTR
The solution to the single-tank CSTR problem in Example 3.2 is now presented for
a second-order chemical reaction.

Goal. Determine the transient response of the tank concentration in response to
a step in the inlet concentration for the nonlinear and linearized models.

Information. The process equipment and flow are the same as shown in Figure
3.1. The important variable is the reactant concentration in the reactor.

Assumptions. The same as in Example 3.1.

Data. The same as in Example 3.2 except the chemical reaction rate is second-
order, with rA = -kC\ and k = 0.5[(mole/m3) min]-1.

1. F=0.085m3/min; V=2.1m3;(CAo)imt = 0.925 mole/m3; ACA0 = 0.925 mole/m3;
(CA)init =0.236 mole/m3.

2. The reactor is isothermal.

Formulation. The formulation of the equations and analysis of degrees of free
dom are the same as in Example 3.2 except that the rate term involves the reactant



c o n c e n t r a t i o n t o t h e s e c o n d p o w e r . 7 3

vif - Wa° - Ca) -v*c* (a40) """TZZZ
To more clearly evaluate the model for linearity, the values for all constants (in this
example) can be substituted into equation (3.40), giving the following:

(2.1)~1 = (0.085)0.85 - CA) - (2.1)(0.50)CAdt
The only nonlinear term in the equation is the second-order concentration term in
the rate expression. This term can be linearized by expressing it as a Taylor series
and retaining only the linear terms:

C 2 A ^ C 2 A s + 2 C A s i C A - C A s ) ( 3 . 4 1 )
Recall that C^ is evaluated by setting the derivative to zero in equation (3.40)
and solving for CA, with CA0 having its initial value before the input perturbation,
because the linearization is about the initial steady state. The approximation is
now substituted in the process model:

v~a7f = f(cao - CA) - [VkC2As + 2VkCAsiCA - CAJ] (3.42)
The model can be expressed in deviation variables by first repeating the linearized
model, equation (3.42), which is valid for any time, at the steady-state point, when
the variable is equal to its steady-state value:

A f° = V~aT = F(Cms " Cas) " t™̂  + 2V*Ca*(Ca* " Ca*}] (3-43)
Then equation (3.43) can be subtracted from equation (3.42) to give the equation
in deviation variables:

V__a = f (Cao - CA) - 2VkCAsC'A (3.44)dC,
dt

The resulting model is a first-order, linear ordinary differential equation, which can
be rearranged into the standard form:

d C \ F V
^ f + 7 c ; = ? c ; 0 w i , h r = ? T I ^ - = 3 . 6 2 m m ( 3 . 4 5 )

Solution. Since the input forcing function is again a simple step, the analytical
solution can be derived by a straightforward application of the integrating factor:

c* = c" {jTWkcz)(1" e'm) m A W1" e~"X)
with

Kp = ^- = 0.146 and ACA0 = 0.925 mole/m3 (3.46)F + lVkCto
The data can be substituted into this expression to give

CA = (0.925)(0.146)(1 - <r'/3-62)
Results Analysis. The linearized solution from equation (3.46) is plotted in Fig
ure 3.12 in comparison with the solution to the original nonlinear differential
equation, equation (3.40). The linear solution can be seen to give a good semi
quantitative description of the true process response.
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Dynamic responses for Example 3.5.
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An important advantage of the linearized solution is in the analytical relation
ships. For example, the time constants and gains of the three similar continuous-
flow stirred-tank processes—mixer, linear reactor, and linearized model of nonlin
ear reactor—are summarized in Table 3.4. These results can be used to learn how
process equipment design and process operating conditions affect the dynamic
responses. Clearly, the analytical solutions provide a great deal of useful informa
tion on the relationship between design and operating conditions and dynamic
behavior.
s i & s s s ^ s i i & m s H r s ^

TABLE 3.4

Summary of linear or linearized models for single stirred-tank systems

Physical system
Is the system
linear?

Time constant
( r )

Steady-state gain,

Example 3.1 (CST mixing) Yes V/F 1.0
Example 3.2 (CSTR with Yes V/(F + Vk) F/(F + Vk)
first-order reaction)
Example 3.5 (CSTR with No V/iF + 2VkCAs) F/(F + 2VkCAs)
second-order reaction) (linearized model) (linearized model)



EXAMPLE 3.6. Tank draining
The level and flow through a partially opened restriction out of the tank system in
Figure 3.13 is considered in this example.
Goal. Determine a model for this system. Evaluate the accuracies of the lin
earized solutions for small (10 m3/h) and large (60 m3/h) step changes in the inlet
flow rate.

Information. The system is the liquid in the tank, and the important variables
are the level and flow out.

Assumptions.
1. The density is constant.
2. The cross-sectional area of the tank, A, does not change with height.

Data.
1. The initial steady-state conditions are (i) flows = F0 = Fx = 100 m3/h and (ii)

level = L — 7.0 m.
2. The cross-sectional area is 7 m2.

Formulation. The level depends on the total amount of liquid in the tank; thus,
the conservation equation selected is an overall material balance on the system.

75

pA— = pF0-pFxdt (3.47)

This single balance does not provide enough information, because there are
two unknowns, F| and L. Thus, the number of degrees of freedom (1) indicates that
another equation is required. An additional equation can be provided to determine
F\ without adding new variables, through a momentum balance on the liquid in
the exit pipe. In essence, another subproblem is defined to formulate this balance.
The major assumptions for this subproblem are that

1. The system is at quasi-steady state, since the dynamics of the pipe flow will
be fast with respect to the dynamics of the level.

2. The total pressure drop is due to the restriction.
3. Conventional macroscopic flow equations, using relationships for friction fac

tors and restrictions, can relate the flow to the pressure driving force (Foust
et al., 1980; Bird, Stewart, and Lightfoot, 1960).

With these assumptions, which relate the flow out to the liquid level in the tank, the
balance becomes

Linearization

Pa
FIGURE 3.13

Level in draining tank for Example 3.6.

0.5Fx = fiFx)iPa+pL-Pa)™ = kFXL0.5 (3.48)
with Pa constant. The system with equations (3.47) and (3.48) and with two vari
ables, Fx and L, is exactly specified. After the equations are combined, the system
can be described by a single first-order differential equation:

A^ = FQ-kFXL°-5dt (3.49)

To more clearly evaluate the model for linearity, the values for all constants (flow,
area, and kFX = 37.8) can be substituted into equation (3.49), giving the following:

(7)^ = (100 + 10) - (37.8)L05dt



76

CHAPTER 3
Mathematical
Modelling Principles

U
do

r . tx « n ' r o u t

The only nonlinear term in the equation is the square root of level, which can be
linearized as shown in the following:

•0.5 l°-5 + o.5l;°-5(l-ls) (3.50)

This expression can be used to replace the nonlinear term. The resulting equation,
after subtracting the linearized balance at steady-state conditions and noting that
the input is a constant step (i.e., Fq = AF0), is

A^ = AF0-(0.5kFXL;°-5)L'dt (3.51)

Solution. The linearized differential equation can be rearranged and solved as
before.

dL' 1 Tf I AT,— + -L' = -AF0
d t x A with r =

0.5kFXLf5
giving the solution

2/ssI^+/e-'/'

(3.52)

(3.53)

The initial condition is that V = 0 at t = 0, with time measured from the input step;
thus, / = -xAFq/A. Substitution gives

L' = I^£(1_e-</<)
- l / z>

(3.54)
= AFQKpi\-e-"x) with K, = - = Q _0>5

For this example,

kF\ =
100 m3/h

,0.5L?-5 V7m
Z/ = 0.14AFo(l-e"/0'98)

= 37.8 m3/h
m0.5 t = 0.98 h ^=014i5h

Results analysis. The solution of the linearized model indicates an exponential
response to a step change. The results for the small and large step changes in flow
in are plotted in Figure 3.14a and b, respectively. The solution to the approximate
linearized model is quite accurate for the small step; however, it is inaccurate for a
large step, even predicting an impossible negative level at the final steady state.
The general trend that the linearized model should be more accurate for a small
than for a large step conforms to the previous discussion of the Taylor series. Also,
the large variation of the level, which for the larger input step is not maintained
close to its initial condition as shown in Figure 3.146, suggests that the linear
solution might not be very accurate.

EXAMPLE 3.7. Stirred-tank heat exchanger
To provide another simple example of an energy balance, the stirred-tank heat
exchanger in Figure 3.9 is considered.
Goaf. The dynamic response of the tank temperature to a step change in the
coolant flow is to be determined.
Information. The system is the liquid in the tank.
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Dynamic responses for Example 3.6: (a) for a small input change
(linearized and nonlinear essentially the same curve); ib) for a

large input change.

Assumptions.
1. The tank is well insulated, so that negligible heat is transferred to the sur

roundings.
2. The accumulation of energy in the tank walls and cooling coil is negligible

compared with the accumulation in the liquid.
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3. The tank is well mixed.
4. Physical properties are constant.
5. The system is initially at steady state.

Data. F=0.085 m3/min; V = 2.1 rc\2,Ts = S5A°C;p = 106 g/m3;Cp = l cal/(g°C);
T0 = 150°C; rd„ = 25°C; Fcs = 0.50 m3/min; Cpc = 1 cal/( g°C); pc = 106 g/m3;
a = 1.41 x 105 cal/min°C; b = 0.50.
Formulation. Overall material and energy balances on the system are required
to determine the flow and temperature from the tank. The overall material balance
is the same as for the mixing tank, with the result that the level is approximately
constant and F0 = Fx- F. For this system, the kinetic and potential energy ac
cumulation terms are zero, and their input and output terms cancel if they are not
zero. The energy balance is as follows:

^- = {H0}-{HX} + Q-WSdt (3.55)

Also, it is assumed (and could be verified by calculations) that the shaft work is
negligible. Now, the goal is to express the internal energy and enthalpy in measur
able variables. This can be done using the following thermodynamic relationships
(Smith and Van Ness, 1987):

dU/dt = pVCv dT/dt « pVCp dT/dt
H ^ p C p F i i T i - T ^ )

(3.56)
(3.57)

Note that the heat capacity at constant volume is approximated as the heat capac
ity at constant pressure, which is acceptable for this liquid system. Substituting
the relationships in equations (3.56) and (3.57) into (3.55) gives

pVCp^- = pCPF[iT0 - 7/rcf) - (r, - Tref)] + Q (3.58)

This is the basic energy balance on the tank, which is one equation with two
variables, T and Q. To complete the model, the heat transferred must be related
to the tank temperature and the external variables (coolant flow and temperature).
Thus, a subproblem involving the energy balance on the liquid in the cooling coils
is now defined and solved (Douglas, 1972). The assumptions are

1. The coil liquid is at a quasi-steady state.
2. The coolant physical properties are constant.
3. The driving force for heat transfer can be approximated as the average be

tween the inlet and outlet.

With these assumptions, the energy balance on the cooling coil is

T r o u t = T c i n ^ — 7 7 ( 3 . 5 9 )

The subscript c refers to the coolant fluid. Now, two constitutive relationships are
employed to complete the model. The heat transferred can be expressed as

iT - Tdn) + iT - Tcout)lQ = -UAiAT)!m -ua[- (3.60)

The heat transfer coefficient would depend on both film coefficients and the wall
resistance. For many designs the outer film resistance in the stirred tank and
the wall resistance would be small compared with the inner film resistance; thus,



UA t*i hmA. The inner film coefficient can be related to the flow by an empirical
relationship of the form (Foust et al., 1980)

UA = aF* (3.61)
Equations (3.59) to (3.61) can be combined to eliminate Tcoat and UA to give

the following expression for the heat transferred:

Q = -
aF*+l

Fc +
aF* (T-Tcia) (3.62)

2pcCpc

This solution to the subproblem expresses the heat transferred in terms of the
specified, external variables (Fc and Tdn) and the tank temperature, which is the
dependent variable to be determined. Equation (3.62) can be substituted into
equation (3.58) to give the final model for the stirred-tank exchanger.

dT
VpCp— = CppFiT0-T)-

aF^x

Fc +
aF* iT-Tc in) (3.63)

2pcClpc

The degrees-of-freedom analysis results in one variable (7"), one equation
(3.63), four external variables (7^, 7b, and F are assumed constant, and Fc can
change with time), and seven parameters. Thus, the model is exactly specified.

To evaluate the linearity of the model, all constants (for this example) are
substituted into equation (3.63) to give the following:

a t 1 4 1 x 1 0 5 F 0 5
(2.1 x 10')- = (0.85 x 10«)(150 - T) - p'+ ^faV - 25)

The model is nonlinear because of the Fc terms and the product of Fc times T.
Therefore, the second term in equation (3.63) must be linearized using the Taylor
series in two variables, which yields the following result:

Q = Qs - UAUT - Ts) + KFciFc - Fcs)

I \
Qs =

(3.64)

- a F ^ i T - Tc i n )

\
Fc +

aFl

ua: = aF*+x
aFch

\ c+2pcCpc/s

KFc =

t-Pc^pc

-abFbc (

J
Fc + ,b 2pcCi iT - Tcm)

pc.

\ c 2pcCpc)

(3.65)

The linear approximation can be used to replace the nonlinear term, and again
the equation can be expressed in deviation variables:

dT'
VCpp— = FpCpi-T) - UA*V + KFcF'c (3.66)

Solution. The resulting approximate model is a linear first-order ordinary differ
ential equation that can be solved by applying the integrating factor.

d V 1 „ , K F c+ -T' = ——d t x V p C p
F' with x

\ v V p C j
-1

(3.67)
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For a step change in the coolant flow rate at t = 0 and 7"(0) = 0, the solution is
given by

r = %^(l - e-'x) = AFcKpi\ - e~"x)
VpCp (3.68)

The linearized coefficients can calculated to be KFc = -5.97 x 106 ([cal/min]/
[m3/min]), KT = -9.09 x 104 ([cal/min]/°C). The steady-state gain and time constant
can be determined to be

Kp =
KFcx
VpCp

= -33.9
m3/min \ V V p C p )

11.9 min

Results analysis. The solution gives an exponential relationship between time
and the variable of interest. The approximate linearized response is plotted in
Figure 3.15 along with the solution to the nonlinear model. For the magnitude of the
step change considered, the linearized approximation provides a good estimate
of the true response.

The analytical linearized approximation provides relationships between the
transient response and process design and operation. For example, since UA* > O,
equation (3.67) demonstrates that the time constant for the heat exchanger is
always smaller than the time constant for the same stirred tank without a heat
exchanger, for which r = V/F.
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FIGURE 3.16

Simplified schematic of flow through valve.

EXAMPLE 3.8. Flow manipulation
As explained briefly in Chapter 1, process control requires a manipulated variable
that can be adjusted independently by a person or automation system. Possible
manipulated variables include motor speed and electrical power, but the manip
ulated variable in the majority of process control systems is valve opening, which
influences the flow of gas, liquid, or slurry. Therefore, it is worthwhile briefly consid
ering a model for the effect of valve opening on flow. A simplified system is shown
in Figure 3.16, which is described by the following macroscopic energy balance
(Foustetal., 1980; Hutchinson, 1976).

F = C v v l ^ — ^ - ( 3 . 6 9 )

where Cv = inherent valve characteristic
v = valve stem position, related to percent open
F = volumetric flow rate

The valve stem position is changed by a person, as with a faucet, or by an auto
mated system. The inherent valve characteristic depends in general on the stem
position; also, the pressures in the pipe would depend on the flow and, thus, the
stem position. For the present, the characteristic and pressures will be considered
to be approximately constant. In that case, the flow is a linear function of the valve
stem position:

F' = CJ^—^-v' = Kvv' with Kv = CpJ^—5. (3.70)

Thus, linear or linearized models involving flow can be expressed as a function of
valve position using equation (3.70). This is the expression used for many of the
models in the next few chapters. More detail on the industrial flow systems will be
presented in Chapters 7 (automated valve design) and 16 (variable characteristics
and pressures).

The procedure for linearization in this section has applied classical methods to
be performed by the engineer. Software systems can perform algebra and calculus;
therefore, linearization can be performed via special software. One well-known
software system for analytical calculations is Maple™. We will continue to use
the "hand" method because of the simplicity of the models. Whether the models
are linearized by hand or using software, the engineer should always thoroughly
understand the effects of design and operating variables on the gains, time constant,
and dead time.
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The examples in this section have demonstrated the ease with which lineariza
tion can be applied to dynamic process models. As shown in equation (3.37), the
second-order term in the Taylor series gives insight into the accuracy of the linear
approximation. However, there is no simple manner for evaluating whether a linear
approximation is appropriate, since the sensitivity of the modelling results depends
on the formulation, input variables, parameters, and, perhaps most importantly, the
goals of the modelling task. An analytical method for estimating the effects of the
second-order terms in the Taylor series on the results of the dynamic model is
available (Douglas, 1972); however, it requires more effort than the numerical so
lution of the original nonlinear equations. Therefore, the analytical method using
higher-order terms in the Taylor series is not often used, although it might find
application for a model solved frequently.

One quick check on the accuracy of the linearized model is to compare the
final values, as time goes to infinity, of the nonlinear and linearized models. If
they differ by too much, with this value specific to the problem, then the linearized
model would be deemed to be of insufficient accuracy. If the final values are close
enough, the dynamic responses could still differ and would have to be evaluated.
Also, values of the time constants and gain at the initial and final conditions can be
determined; if they are significantly different, the linearized model is not likely to
provide adequate accuracy. The reader will be assisted in making these decisions by
numerous examples in this book that evaluate linearized control methods applied
to nonlinear processes.

The predictions from a linearized dynamic model are sufficiently accurate for most
control system design calculations if the values of steady-state gain and time con
stants) are similar throughout the transient, i.e., from the initial to final conditions.

The more complete approach for checking accuracy is to compare results from
the linearized and full nonlinear models, with the nonlinear model solved using
numerical methods, as discussed in the next section. Fundamental models can
require considerable engineering effort to develop and solve for complex processes,
so this approach is usually reserved for processes that are poorly understood or
known to be highly nonlinear. In practice, engineers often learn by experience
which processes in their plants can be analyzed using linearized models.

Again, this experience indicates that in the majority of cases, linear models
are adequate for process control. An additional advantage of approximate linear
models is the insight they provide into how process parameters and operating
conditions affect the transient response.

3.5 B NUMERICAL SOLUTIONS OF ORDINARY
DIFFERENTIAL EQUATIONS
There are situations in which accurate solutions of the nonlinear equations are re
quired. Since most systems of nonlinear algebraic and differential equations can
not be solved analytically, approximate solutions are determined using numerical
methods. Many numerical solution methods are available, and a thorough coverage
of the topic would require a complete book (for example, Carnahan et al., 1969,



and Maron and Lopez, 1991). However, a few of the simplest numerical methods
for solving ordinary differential equations will be introduced here, and they will
be adequate, if not the most efficient, for most of the problems in this book.

Numerical methods do not find analytical solutions like the expressions in the
previous sections; they provide a set of points that are "close" to the true solution
of the differential equation. The general concept for numerical solutions is to use
an initial value (or values) of a variable and an approximation of the derivative over
a single step to determine the variable after the step. For example, the solution to
the differential equation

dy

can be approximated from / = /,- to / =
Taylor series approximation to give

withy |,=,(.= y/

ti+u with At = ti+i

V;+i « y/ + UI fo+1 - ti)

(3.71)

t,, by a linear

(3.72)

yt+i *yi + f(yi,t)At
The procedure in equation (3.72) is the Euler numerical integration method (Car-
nahan et al., 1969). This procedure can be repeated for any number of time steps
to yield the approximate solution over a time interval.

Numerical methods can include higher-order terms in the Taylor series to
improve the accuracy. The obvious method would be to determine higher-order
terms in the Taylor series in equation (3.72); however, this would require algebraic
manipulations that are generally avoided, although they could be practical with
computer algebra. A mariner has been developed to achieve the equivalent accuracy
by evaluating the first derivative term at several points within the step. The result is
presented here without derivation; the derivation is available in most textbooks on
numerical analysis (Maron and Lopez, 1991). There are many forms of the solution,
all of which are referred to as Runge-Kutta methods. The following equations are
one common form of the Runge-Kutta fourth-order method:

At
yi+i = v,- + — (mi + 2m2 + 2m3 + m4) (3.73)o

w i t h m x - fi y i , t i )
/ A t A t \

m2 = f I y, + —mx, U + —\

J A t A Am = f ( v/ + Y™2, tl + ~2)

m = /(y,- + Arm3, tj + At)
All numerical methods introduce an error at each step, due to the loss of

the higher-order terms in the Taylor series, and these errors accumulate as the
integration proceeds. Since the accumulated error depends on how well the function
is approximated, the Euler and Runge-Kutta methods have different accumulated
errors. The Euler accumulated error is proportional to the step size; the Runge-
Kutta error in equation (3.73) depends on the step size to the fourth power. Thus,
the Euler method requires a smaller step size for the same accuracy as Runge-
Kutta; this is partially offset by fewer calculations per step required for the Euler
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method. Since the errors from both methods increase with increasing step size, a
very small step size might be selected for good accuracy, but a very small step size
has two disadvantages. First, it requires a large number of steps and, therefore,
long computing times to complete the entire simulation. Second, the use of too
small a step size results in a very small change in y, perhaps so small as to be lost
due to round-off. Therefore, an intermediate range of step sizes exists, in which
the approximate numerical solution typically provides the best accuracy.

The engineer must choose the step size At to be the proper size to provide
adequate accuracy. The proper step size is relative to the dynamics of the solution;
thus, a key parameter is At/x, with x being the smallest time constant appearing
in a linear(ized) model. As a very rough initial estimate, this parameter could be
taken to be approximately 0.01. Then, solutions can be determined at different step
sizes; the region in which the solution does not change significantly, as compared
with the accuracy needed to achieve the modelling goal, indicates the proper range
of step size. There are numerical methods that monitor the error during the problem
solution and adjust the step size during the solution to achieve a specified accuracy
(Maron and Lopez, 1991).

Some higher-order systems have time constants that differ greatly (e.g., x\ = 1
and T2 = 5000); these systems are referred to as stiff. When explicit numerical
methods such as Euler and Runge-Kutta are used for these systems, the step size
must be small relative to the smallest time constant for good accuracy (and sta
bility), but the total interval must be sufficient for the longest time constant to
respond. Thus, the total number of time steps can be extremely large, and com
puter resources can be exorbitant. One solution method is to approximate part of
the system as a quasi-steady state; this was done in several of the previous exam
ples in this chapter, such as Example 3.7, where the coolant energy balance was
modelled as a steady-state process. When this is not possible, the explicit numeri
cal methods described above are not appropriate, and implicit numerical methods,
which involve iterative calculations at each step, are recommended (Maron and
Lopez, 1991).

Either the Euler or the Runge-Kutta method should be sufficient for the prob
lems encountered in this book, but not for all realistic process control simulations.
Recommendations on algorithm selection are available in the references already
noted, and various techniques have been evaluated (Enwright and Hull, 1976). The
numerical methods are demonstrated by application to examples.

'AO
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EXAMPLE 3.9. Isothermal CSTR
In Example 3.5 a model of an isothermal CSTR with a second-order chemical
reaction was derived and an approximate linear model was solved. The nonlinear
model cannot be solved analytically; therefore, a numerical solution is presented.
The Euler method can be used, which involves the solution of the following equation
at each step, i:

GCA,+i = CA/ + At -(Cao/ - CA/) + kC- - ) (3.74)

An appropriate step size was found by trial and error to be 0.05. (Note that
At/x = 0.014.) The numerical solution is shown in Figure 3.12 as the result from
the nonlinear model.



In summary, numerical methods provide the capability of solving complex, 
nonlinear ordinary differential equations. Thus, the engineer can formulate a model 
to satisfy the modelling goals without undue concern for determining an analyt­
ical solution. This power in developing specific solutions is achieved at a loss in 
engineering insight, so that the linearized solutions are often derived to establish 
relationships. 

3.6 Cil THE NONISOTHERMAL CHEMICAL REACTOR 

One of the most important processes for the engineer is the chemical reactor be­
cause of its strong influence on product quality and profit. The dynamic behaviors 
of chemical reactors vary from quite straightforward to highly complex, and to 
evaluate the dynamic behavior, the engineer often must develop fundamental mod­
els. A simple model of a nonisothermal chemical reactor is introduced here with 
a sample dynamic response, and further details on modelling a continuous-flow 
stirred-tank reactor (CSTR) are presented in Appendix C along with additional as­
pects of its dynamic behavior. In this introduction, the reactor shown in Figure 3.17 
is modelled; it is a well-mixed, constant-volume CSTR with a single first-order 
reaction, exothermic heat of reaction, and a cooling coil. The system is the liq­
uid in the reactor. Since the concentration changes, a component material balance 
is required, and since heat is transferred and the heat of reaction is significant, 
an energy balance is required. Thus, the following two equations must be solved 
simultaneously to determine the dynamic behavior of the system: 

Material balance on component A: 

Energy balance: 

dCA = F(CAo- CA)- Vkoe - EfRT CA 
dt 

dT aFb 
-d = FpCp(To- T) + b e (T- Tc) 

t Fc +aFc f2pcCpc 

+ ( -tlHrxn) Vkoe-E fRT CA 

(3.75) 

(3.76) 

The second term on the right-hand side of the energy balance represents the heat 
transferred via the cooling coil, with the heat transfer coefficient a function of the 
coolant flow rate as described in Example 3.7. 

The dynamic behavior of the concentration of the reactant and temperature to 
a step change in the cooling flow can be determined by solving equations (3 .75) and 
(3 .76). Since these equations are highly nonlinear, they are solved numerically here, 
using data documented in Section C.2 of Appendix C. The dynamic behaviors of 
the concentration and temperature to a step in coolant flow are shown in Figure 3.18. 
Note that for this case, the dynamic behavior is underdamped, yielding oscillations 
that damp out with time. (You may have experienced this type of behavior in an 
automobile with poor springs and shock absorbers when the suspension oscillates 
for a long time after striking a bump in the road.) Certainly, the large oscillations 
over a long time can lead to undesired product quality. 

Not all chemical reactors behave with this underdamped behavior; many are 
more straightforward with overdamped dynamics, while a few are much more 
challenging. However, the engineer cannot determine the dynamic behavior of 
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FIGURE 3.18

Dynamic response of a CSTR to a step change in coolant flow of -1 m3/min at
r = 1.

a reactor based on the physical structure, such as a CSTR or packed bed, or on
specific design parameters. Therefore, the engineer must apply modelling and
analysis to predict the dynamic behavior. Hopefully, your interest will be piqued
by this example, and you will refer to the detailed reactor modelling and analysis
found in Appendix C.

3 . 7 □ C O N C L U S I O N S

The procedure in Table 3.1 provides a road map for developing, solving, and
interpreting mathematical models based on fundamental principles. In addition
to predicting specific behavior, these models provide considerable insight into the
relationship between the process equipment and operating conditions and dynamic
behavior. A thorough analysis of results is recommended in all cases so that the
sensitivity of the solution to assumptions and data can be evaluated.

Perhaps the most important concept is

Modelling is a goal-oriented task, so the proper model depends on its application.

The models used in process control are developed to relate each input variable
(cause) to the output variable (effect). The modelling approach enables us to reach
this goal by (1) developing the fundamental model and (2) deriving the linearized



models for each input output dynamic response. The approach can be demonstrated
by repeating the model for the isothermal CSTR with first-order kinetics derived
in Example 3.2.

viir = F(Cao " Ca) " VIcCa (3.77)

In this discussion, we will consider the situation in which the feed flow rate can
be regulated by a valve, while the feed concentration is determined by upstream
equipment that causes unregulated variations in the concentration. Thus,

Ca = key output variable
F = manipulated input variable

Cao = disturbance input variable
Equation (3.77) can be linearized and expressed in deviation variables to give the
following approximate model:

dC±
dt + CA = KpF + KcaqC'aao (3.78)

with T = V/iF + Vk)
KF = (CA0 - CAs)/(Fs + Vk)

KCA0 = F/iF + Vk)
A model for each input can be derived by assuming that the other input is constant
(zero deviation) to give the following two models, one for each input, in the standard
form.
Effect of the disturbance:

d£±
dt + CA = KcAqCaao

Effect of the manipulated variable:
dC'
dt + C'=KFF'

(3.79)

(3.80)

Note that separate models are needed to represent the dynamics between the two
inputs and the output; thus, the single-component material balance yields two
input/output models. If more input variables were considered, for example, tem
perature, additional input/output models would result.

This modelling approach provides very important information about the dy
namic behavior of the process that can be determined from the values of the steady-
state gains and the time constants. The definitions of the key parameters are sum
marized in the following:
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Parameter S y m b o l D e fi n i t i o n Units
Steady-state gain K Output/input (Aoutput/Ainput)ss
Time constant X Multiplies derivative

in standard model form
Time
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The values of these parameters can be used to estimate the magnitude and
speed of the effects of the input changes on the output variable. This modelling
procedure enables the engineer to relate the dynamic behavior of a process to
the equipment sizes, physical properties, rate processes, and operating conditions.
For example, the steady-state effect of the flow disturbance (F) depends on its
gain (£», which is affected by the equipment (V), chemistry (k), and operating
conditions (F, CAo, and C^). Recall that we are compromising accuracy through
linearization to achieve these insights.

The engineer should interpret linearized models to determine the factors influencing
dynamic behavior, i.e., influencing the gains and time constants.

As we build understanding of process control in later chapters, this interpre
tation will prove invaluable in designing process with favorable dynamics and
designing feedback process control calculations.

The observant reader may have noticed the similarities among the behaviors
of many of the examples in this chapter. These similarities will lead to important
generalizations, presented in Chapter 5, about the dynamics of processes that can
be represented by simple sets of differential equations: one ordinary differential
equation (first-order system), two equations (second-order system), and so forth.
However, before exploring these generalities, some useful mathematical methods
are introduced in Chapter 4. These mathematical methods are selected to facilitate
the analysis of process control systems using models like the ones developed in
this chapter and will be used extensively in the remainder of the book.
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In answering the questions in this chapter (and future chapters), careful attention
should.be paid to the modelling methods and results. The following summary of the
modelling method is provided to assist in this analysis.

• Define the system and determine the balances and constitutive relations used.
• Analyze the degrees of freedom of the model.
• Determine how the design and operating values influence key results like gains

and time constants.
• Determine the shape of the dynamic response. Is it monotonic, oscillatory, etc.?
• If nonlinear, estimate the accuracy of the linearized result.
• Analyze the sensitivity of the dynamic response to parameter values.
'■•■ Discuss how you would validate the model.

QUESTIONS
3.1. The chemical reactor in Example 3.2 is to be modelled, with the goal of

determining the concentration of the product Cr as a function of time for the
same input change. Extend the analytical solution to answer this question.

3.2. The series of two tanks in Example 3.3 are to be modelled with V\ + V2 =
2.1 and Vi = 2V2. Repeat the analysis and solution for this situation.

3.3. The step input is changed to an impulse for Example 3.3. An impulse is a
"spike" with a (nearly) instantaneous duration and nonzero integral; phys
ically, an impulse would be achieved by rapidly dumping extra component
A into the first tank. Solve for the outlet concentration of the second tank
after an impulse of M moles of A is put into the first tank.

3.4. A batch reactor with the parameters in Example 3.2 is initially empty and
is filled at the inlet flow rate, with the outlet flow being zero. Determine
the concentration of A in the tank during the filling process. After the tank
is full, the outlet flow is set equal to the inlet flow; that is, the reactor is
operated like a continuous-flow CSTR. Determine the concentration of A
to the steady state.

3.5. The system in Example 3.1 has an input concentration that varies as a sine
with amplitude A and frequency co. Determine the outlet concentration for
this input.

3.6. The level-flow system is Figure Q3.6 is to be analyzed. The flow Fo is
constant. The flow F3 depends on the valve opening but not on the levels,
whereas flows Fj and F2 depend on the varying pressures (i.e., levels).
The system is initially at steady state, and a step increase in F3 is made by
adjusting the valve. Determine the dynamic response of the levels and flows
using an approximate linear model. Without specific numerical values,
sketch the approximate dynamic behavior of the variables.

3.7. The behavior of the single CSTR with the kinetics shown below is consid
ered in this question. The goal is to control the concentration of product D
in the effluent. Your supervisor proposes the feed concentration of reactant
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A as the manipulated variable for a feedback controller. Is this a good idea?
*AD

W \ B / k
D

In answering this question, you may use the following information: (1)
the tank is well mixed and has a constant volume and temperature; (2)
all components have the same molecular weights and densities; (3) all
reactions are elementary; thus, in this case they are all first-order; (4) the
volumetric feed flow is constant (F) and contains only component A (Cao).
(a) Starting with fundamental balances, derive the model (differential

equations) that must be solved to determine the behavior of the con
centration of component D.

ib) Express the equations from part id) in linear(ized) deviation variables
and define the time constants and gains.

ic) Does a causal relationship exist between Cao and Co?
3.8. The level-flow system in Figure Q3.8 is to be analyzed. The flow into the

system, Fo, is independent of the system pressures. The feed is entirely
liquid, and the first vessel is closed and has a nonsoluble gas in the space
above the nonvolatile liquid. The flows F\ and F2 depend only on the
pressure drops, because the restrictions in the pipes are fixed. Derive the
linearized model for this system in response to a step change in F0, solve
the equations, and, without specific numerical values, sketch the dynamic
responses.

3.9. The room heating Example 3.4 is reconsidered; for the following situations,
each representing a single change from the base case, reformulate the model
as needed and determine the dynamic behavior of the temperature and
heating status.

■J&J—-
p\

h.

FIGURE Q3.8



92 (a) Due to leaks, a constant flow into and out of the room exists. Assume
wwM^^^msm^ that the volume of air in the room is changed every hour with entering
C H A P T E R 3 a i r a t t h e o u t s i d e t e m p e r a t u r e .
Mathematical ib) A mass of material (e.g., furniture) is present in the room. Assume
Modelling Principles mat mis mass is aiways jn equilibrium with the air; that is, the heat

exchange is at quasi-steady state. The mass is equivalent to 200 kg of
wood.

(c) The ambient temperature decreases to — 10°C.
id) The duty of the furnace is reduced to 0.50 x 106 when on.
ie) The heat transferred to the room does not change instantaneously when

the furnace status changes. The relationship between the heat generated
in the furnace (<2/), which changes immediately when the switch is
activated, and the heat to the room ((2/.) is

*Q^L = Qf-Qh with xQ= 0.10 h
3.10. Determine the dynamic responses for a+10 percent change in inlet flow rate

in place of the original input change for one or more of Examples 3.2,3.5,
and 3.7. Determine whether the model must be linearized in each case. For
cases that require linearization, estimate the errors introduced and compare
a numerical solution with the approximate, linear dynamic response.

3.11. A stirred-tank heater could have an external jacket with saturated steam
condensing in the jacket to heat the tank. Assume that this modification
has been made to the system in Example 3.7 and derive an analytical ex
pression for the response of the tank temperature to a step change in the
steam pressure. Begin by sketching the system and listing assumptions.

3.12. The tank draining problem in Example 3.6 has been modified to remove
the restriction (partially opened valve) in the outlet line. Now, the line is
simply a pipe. Reformulate and solve the problem for the two following
cases, each with a pipe long enough that end conditions are negligible.
id) The flow in the outlet pipe is laminar.
ib) The flow in the outlet pipe is turbulent.

3.13. Answer the following questions.
id) Explain what is meant by a stiff system of differential equations. Under

what conditions (changing values of parameters) would the equations
in Example 3.3 be stiff? If they were stiff, suggest several ways to
solve them numerically. Would this stiffness affect the accuracy of the
analytical solutions of the linearized model?

ib) The analysis of degrees of freedom suggests that terms that are constant
in the current examples be separated into two categories: parameters
and external variables. Why would this be useful for future analysis of
feedback control systems? Suggest two subcategories for the external
variables and why they might be useful for feedback control analysis.

(c) The degrees-of-freedom analysis should define the proper number of
equations for a model. Suppose that the following model were pro
posed for Example 3.6.

A^- = F0- F, (5)(2) = 10dt



When Fo is constant, this model has two equations and two unknown
variables, L and F\. Explain why this model does not satisfy the
degrees-of-freedom analysis and provide a mathematical test that can
be applied to potential equation sets.

id) Is it possible for a model to be linear for one external input perturbation
and nonlinear for another? Explain and give examples.

ie) Give the equations to be solved at every time step for an Euler integra
tion of the nonisothermal chemical reactor model in equations (3.75)
and (3.76).

3.14. The chemical reactor in Example 3.3 is considered in this question. The only
change to the problem is the input function; here, the inlet concentration is
returned to its initial value in a step 5 minutes after the initial step increase.
id) Determine the dynamic response of the concentration of both tanks.
ib) Compare your answer to the shape of the plot in Figure 3.5/? and explain

similarities and differences,
(c) Based on your results in id) and ib), discuss how you would design

an emergency system to prevent the concentration of A in the second
tank from exceeding a specified maximum value. Discuss the variables
F and Cao as potential manipulated variables, and select the value to
which the manipulated variable should be set when the action limit
is reached. Also, discuss how you would determine the value of the
action limit.

3.15. The dynamic response of the CSTR shown in Figure 3.1 is to be determined
as follows.
Assumptions: (i) well mixed, (ii) isothermal, (iii) constant density, and (iv)
constant volume.
Data: V = 2 m3; F = 1 m3/h; CAo(0) = 0.5 mole/m3.
Reaction: A ->• Products

w i t h r A = - k \ C A / i \ + k 2 C A ) m o l e / ( m 3 h )
*i = 1.0 h"1
k2— 1.0 m3/mole

id) Formulate the model for the dynamic response of the concentration of
A.

ib) Linearize the equation in id).
(c) Analytically solve the linearized equation for a step change in the inlet

concentration of A, Cao-
id) Give the equation(s) for the numerical solution of the "exact" nonlin

ear equation derived in id). You may use any of the common numerical
methods for solving ordinary differential equations.

ie) Calculate the transients for the (analytical) linearized and (numerical)
nonlinear models. Graph the results for both the nonlinear and lin
earized predictions for two cases, both of which start from the initial
conditions given above and have the magnitudes (1) ACao = 0.5 and
(2) ACao = 4.0. Provide an annotated listing of your program or
spreadsheet.

if) Discuss the accuracy of the linearized solutions compared with solu
tions to the "exact" nonlinear equations for these two cases.
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3.16. Discuss whether linearized dynamic models would provide accurate rep
resentations of the dynamic results for
id) Example 3.2 with ACAo = -0.925 moles/m3
(h) Example 3.7 for AFC = -9.25 m3/min

3.17. A stirred-tank mixer has two input streams: Fa which is pure component
A, and Fn, which has no A. The system is initially at steady state, and
the flow Fa is constant. The flow of B changes according to the following
description: From time 0 -» t\, F ît) = at (a ramp from the initial condi
tion); and from time t\ -▶ oo, F ît) = at\ (constant at the value reached
at t\). The following assumptions may be used:

(1) The densities of the two streams are constant and equal, and there
is no density change on mixing.

(2) The volume of the liquid in the tank is constant.
(3) The tank is well mixed.

id) Sketch the process, define the system, and derive the basic balance for
the weight fraction of A in the exit stream, Xa.

ib) Derive the linearized balance in deviation variables,
(c) Solve the equation for the forcing function, Fg (f), defined above. (Hint:

You may want to develop two solutions, first from 0 -> t\ and then
t\ -▶ oo.)

id) Sketch the dynamic behavior of Fg(r) and X'Ait).
3.18. In the tank system in Figure 3.13, the outflow drains through the outlet

pipe with a restriction as in Example 3.6, and in this question, a first-order
chemical reaction occurs in the tank. Given the following data, plot the
operating window, i.e., the range of possible steady-state operating condi
tions, with coordinates of level and concentration of A. Discuss the effect
of changing reactor temperature on the operating window, if any.

Design parameters: Cross-sectional area = 0.30 m2, maximum
level = 4.0 m. The chemical reaction is first-order with ko = 2.28 x 107
(h_1) and E/R = 5000 K. The base-case conditions can be used to
back-calculate required parameters. The base case data are T = 330 K,
L - 3.33 m, F = 10 m3/h, and CA =0.313 mole/m3. The external vari
ables can be adjusted over the following ranges: 0.20 < Cao < 0.70 and
3.0 < F < 12.5.

3.19. A system of well-mixed tanks and blending is shown in Figure Q3.19. The
delays in the pipes are negligible, the flow rates are constant, and the streams
have the same density. Step changes are introduced in Cai at t\ and Ca2 at
t2, with t2 > t\. Determine the transient responses of Ca3, Ca4, and Cas.

3.20. Determining the sensitivity of modelling results to parameters is a key
aspect of results analysis. For the result from Example 3.2,

CA = CAinit + ACA0Kpi\ " e~'/T)

id) Determine analytical expressions for the sensitivity of the output vari
able CA to small (differential) changes in the parameters, Kp,x, fore-
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ib) For each result in (0), plot the sensitivities over their trajectories and Linearization
discuss whether the answer makes sense physically.

3.21. Another experiment was performed to validate the fact that the vessel in
Example 3.1 was well mixed. In this experiment, the vessel was well insu
lated and brought to steady state. Then a step change was introduced to the
inlet temperature. The following data represents the operating conditions,
and the dynamic data is given in Table Q3.21.

Data: V = 2.7 m3, F = 0.71 m3/min, roinit = 103.5°C, T0 = 68°C.
id) Formulate the energy balance for this system, and solve for the ex

pected dynamic response of the tank temperature.
ib) Compare your prediction with the data.
(c) Given the two experimental results in Figure 3.4 and this question for

the same equipment, discuss your conclusions on the assumption that
the system is well mixed.

id) Is there additional information that would help you in (c)?
3.22. The dynamic response of the reactant concentration in the reactor, Ca, to a

change in the inlet concentration, Cao, for an isothermal, constant-volume,
constant-density CSTR with a single chemical reaction is to be evaluated.
The reaction rate is modelled by

_ k [ C ArA~ \+k2CA

Determine how the approximate time constant of the linearized model of
the process relating Ca to Cao changes as k\ and k2 range from 0 to infinity.
Explain how your answer makes sense.

TABLE Q3.22

Time Tempera tu re
0 103.5

.4 102
1.2 96
1.9 91
2.7 87
3.4 84
4.2 81
5.0 79
6.5 76
8.5 73
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