
 

  



 



At). Then, integration of the differential equation from the initial condition Y„-x 923
can be performed to determine the value at Yn. The solution can be determined tmuumMsMMimmm
using the integrating factor or Laplace transform; here the Laplace transform is Lead/Lag
demonstrated.

x s Y i s ) - x Y „ _ x = K X i s ) - Y i s ) ( F. 3 )
v/ x KXis) xYn-xY i s ) = — ^ + — 3 - i . ( F . 4 )xs + 1 xs + 1

Note that F(/„-i) = Y„-\. The input is evaluated as Xn-x/s, and the inverse
transform can be taken to give

Yn = KU - e-A'/T)X;,_, + e-A'/Ty„_, (F.5)
Equation (F.5) gives exact sampled values if the process is truly first-order and the
input is constant over the period. If the input changes during the period, then the
use of X„_i as a constant results in an approximation. An alternative, approximate
model can be derived by approximating the derivative as a difference, dY/dt %
(y„+i — Yn)/At. This results in

Y „ = K ( ^ p j X „ _ , + ( l - * \ y „ _ , ( F. 6 )

Equations (F.5) and (F.6) give very similar results when the sample period is small
compared with the time constant. For example, when At/x = 0.05, e~At/r =
0.951 and (1 - Af/r) = 0.95.

These discrete models can be used to represent a process and to implement a
first-order filter, as described in Chapter 12. Also, the gain, dead time, and first-
order discrete models can be combined to give for first-order with dead time:

Yn = e-A'/Tr„_i + Ki\ - <rA'/T)X;,_r-, (F.7)
Equation (F.7) is employed when using least squares to determine the values of
the model parameters from discrete (sampled), empirical input-output data; it is
also used as the prediction model in the IMC and Smith predictor model predictive
control systems.

F.4 ® LEAD/LAG
The final discrete control calculation in this appendix is the lead/lag algorithm,
which is as follows for a continuous system:

Y i s ) = ^ i ± | x ( j ) ( F . 8 )
Tlgs + 1

A straightforward manner for developing an approximate discrete lead/lag is to
replace each "derivative," which is the product of the Laplace variable s and a
variable, with its finite difference approximation. This gives

Tig ( ^ j ^1 ) + y. = TU (X "~ f " - ' ) + X „ (F.9 )
This can be rearranged to give

T i g \ / T i dYn =' ̂n~71 Yn~x +1 ̂—'Xn" / Zk \
At

Tx, Xn-x (F.10)
A t / ^ A t ' \ A t f
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APPENDIX F
Discrete Models for
Digital Control

Equation (F.10) is used in feedforward controllers, as described in Chapter 15, and
decouplers (another form of feedforward), as described in Chapter 21; it is also
used for the combined IMC filter and controller, G/(s)Gcp(s), for a controller
whose model has an invertible process factor that is first-order and with a filter
that is first-order.

The discrete models of dynamic systems are in the form of difference equa
tions, in which the current values of a variable can be expressed as a function of
the last few values of the output and the input(s). In this appendix the difference
equations have been formulated to calculate the nth sampled value. Any equation
of this form can be modified to calculate, for example, the in + l)th value. This can
be done by substituting n — 1 = m in the expressions; the result for the first-order
system is

Y m + l = K i \ - e - * l x ) X m + e ~ * " T Y m ( F. l l )

Equations (F.5) and (F.ll) are equivalent, and both formulations are commonly
used, so the reader should be acquainted with both.


